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INTRODUCTION

Most text simplification corpora focus on one text genre, such as Wikilarge (Zhang and Lapata, 2017) and Newsela (Xu et al., 2015). We investigate how text genre influences the 
performance of models for controlled text simplification. Regarding datasets from Wikipedia and PubMed as two different genres, we compare the performance of genre-specific 
models trained by transfer learning and prompt-only GPT-like large language models.

In this paper, we leveraged a newly published text simplification dataset Simple-TICO 19 (Shardlow and Alva-Manchego, 2022), designed a test scenario for controlled text simplification 
with different genres, proved the effects of transfer learning on the genre-specific datasets, compared the performance of generic and expert models in SARI score and BERTScore, and 
discussed the cost-effectiveness between expert models and generic models.

METHODS

Corpora: 
● Wikilarge  (Zhang and Lapata, 2017) is used to train the base model;
● ASSET (AlvaManchego et al., 2020a)  is used as general test bench;
● Simple-TICO 19 (Shardlow and Alva-Manchego, 2022) is split into two genre-specific 

subsets based on the data source. For the two subsets, Wikipedia and PubMed, we create 
the training, validation and test sets in permutations. Each permutation  is used to build 
and test corresponding genre-specific models, such as Wikipedia0 and PubMed0.

Models:
● Base model is built on Wikilarge (Zhang and Lapata, 2017), following the MUSS (Martin et 

al., 2020) paradigm with customized settings.
● Genre-specific models  are generated by  fine-tinning the  base model on training set of 

different subsets or permutations of Simple-TICO 19.
● We choose zero-shot GPT-3 and ChatGPT as our General models.

Task:
● General task : we test the 3 types of models on ASSET (Alva-Manchego et al., 2020) test 

set.
Genre-specific task:  we test the 3 types of models on the 60 test sets from Wikipedia0 to 
PubMed29.

RESULTS

Table 1: SARI and BERTScore on ASSET
.
● ChatGPT reaches the highest SARI score, while the expert 

model Wikipedia0 obtains the highest BERTScore. 
● BERTScore of generic models is lower than the base model. 
● The performance gap between ChatGPT and the GPT-3 

aligns with the model structure and scale. 
● After transfer learning, expert models attain a marginally 

lower SARI scores but a higher BERTScore.

Table 2: Average SARI and BERTScore on all Wikipediax        Table 3: Average SARI and BERTScore on all PubMedx

In both Table 2 and 3:
● The corresponding expert models show the highest average score in SARI and BERTScore. 
● The overall performance gap between the two generic models is aligned to the gap in Table 1.
● The expert models have a higher SARI score, but the actual performance needs further exploration.
● Both kinds of expert models show improvement, caused by the sharing characteristics in the two subsets 

(both related to Covid-19). 

Table 4 :Human evaluation score on test set of Wiki0 and PubMed0 
(out of 5)

● For simplicity , the generic model (ChatGPT) obtains a similar, 
but marginally higher score than the expert models 

● For meaning preservation, ChatGPT had worse performance 
than the expert models.

CONCLUSION

• The type of text (known as its genre) does affect the performance of text simplification models targeting general corpus;
• The zero-shot large language models are competitive but require tweaks to reach the same level of performance as the customized models;
• The smaller customized models may still hold their position as the best model. 
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